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EXPORTS, IMPORTS, FDI AND ECONOMIC GROWTH
_________________________________________

Hang T. Nguyen

University of Colorado at Boulder

This study analyzes the impact of trade liberalization on economic growth for Malaysia
and South Korea. A four variable v
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utilization and economies of scale, which improves productivity. (4) Exports promote diffusion of
knowledge through interaction with foreign buyers and through learning by doing. Economic
growth is thus increased by higher innovation. (5) Exporting firms are forced to learn
technological advancements and better management techniques in order to compete in
international markets, further improving productivity. (6) Exports provide a foreign exchange that
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As multinational firms consider the options of exporting goods or establishing factories in
foreign markets, the choice between exports and FDI depends on the level of convenience, risk
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where yt is n x 1 random vector. In my model, four-variable VAR, n = 4 and yt = (realGDP_L
realexports_L realimports_L realFDI_L)’; However, there will be 4! = 24 ordering of vector yt ;
The Ai is n x n fixed coefficient matrices; p is order of lags; B is n x d coefficient matrix of
exogenous variables; xj is d x 1 vector of exogenous variables; For Malaysia, exogenous
variables are dummy variables for years 1974, 1998 and 2001, while exogenous variables are
dummy variables for year 1998 and year 2001 for Korea; Thus, d = 3 for Malaysia  and d =2 for
Korea; et is a n x 1 random vector of error terms and is a white noise process.

According to Shin and Pesaran (1998), the model satisfies the following conditions:
Assumption 1:    E(et) = 0;  E(et et’) = ∑e (nonsingular) ;   E(et es’) = 0 if s ‡ t.
Assumption 2: No roots are inside the unit circle.
Assumption 3: There are not full collinearity among yt-1, yt-2… yt-p, xt,.

To check whether the assumptions of our VAR model are met, the following tests should be
implemented:

 Lag order selection;
 VAR residual serial correlation LM test;
 VAR residual normality.

According to Enders (2003), t
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If all series are not stationary with a lag order of 1 and are not cointegrated, we should
implement VAR in the first difference. If all series are not stationary with a lag order of 1 and
cointegrated, we should implement VAR in levels (Enders, 2003, p. 358).

In order to know the causality between those four time series, we should apply the
Granger causality/ Block exogeneity Wald test (Enders, 2003, p. 284). This test detects whether
the lags of one variable can Granger-cause any other variables in the VAR system. The null
hypothesis is that all lags of one variable can be excluded from each equation in the VAR system.
For example, this test helps to answer whether or not all lags of FDI can be excluded from the
equation of GDP or not. Rejection of the null hypothesis means that if all lags of FDI cannot be
excluded from the GDP equation, then GDP is an endogenous variable and there is causality of
FDI on GDP. The test statistic is (Enders, 2003, p. 282, eq.5.44)

)2(~)log)(log13( 2 ppT unre   , (3)

where T is the number of observations; ∑un is variance/covariance matrices of the unrestricted
VAR system; ∑re is variance/covariance matrices of the restricted system when the lag of a
variable is excluded from the VAR system; and p is the number of lags of the variable that is
excluded from the VAR system.

Based on this test, we do not know whether or not exports and imports have a positive
effect on GDP. It is also unclear whether or not the impact of exports on GDP is stronger than
that of imports on GDP. To answer these questions, we analyze the impulse-response function
and the variance decomposition.
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assumption is violated, OIR will change with reordering of endogenous variables. There are two
approaches to deal with the ordering of the endogenous variables. The choice depends on the
consistency between the estimated results from impulse response function and the estimated
results of the GCBEW test.

The first approach is to use the generalized impulse response (GIR)(Shin and Pesaran,
1998, p.19, eq.10)

  ))( 2/1
jemij

G
ij QgmIR  , (6)

where hj = (gij )1/2. GIR is invariant to changes in the ordering of the endogenous variables.

The second approach is to use OIR with the ordering of the variables in the VAR model
will be as follows (Enders, 2003, p. 276):

 The first place in the list of ordering will be reserved for the variable that is not caused by
any other variables;

 The ordering of the remaining variables will follow in order of increasing correlation
among them;

 The last place in the list of ordering will be reserved for the target variable.

According to Enders (2003), variance decomposition tells how much a given variable
changes under the impact of its own shock and the shock of other variables. Therefore, the
variance decomposition defines the relative importance of each random innovation in affecting
the variables in the VAR. If εrealexports_L , εrealimports_L and εrealFDI_L explain none of the forecast error
variance of realGDP_L at all forecast horizons, then realGDP_L is said to be exogenous. If
εrealexports_L or/and εrealimports_L or/and εrealFDI_L can explain some of the forecast error variance of
realGDP_L at all forecast horizons, then realGDP_L is said to be endogenous. Variance
decomposition can be derived from the orthogonalized impulse-response function ( )(0 mIRij ) as

well as from the generalized impulse-response function ( )(mIR g
ij ) (Shin and Pesaran 1998,

p. 20).

The variance decompositions are also sensitive to
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and real FDI, respectively. However, the four series realGDP, real exports, real imports and real
FDI are nonstationary with an order higher than one, for which we can’t construct VAR.
Therefore, to satisfy the condition of the VAR model that all variables must be I(1), I must
transfer these series into the natural logarithm.

Table 1 and Table 2 provide the evidence that the four time series (realGDP_L,
realexports_L, realimports_L and realFDI_L) are nonstationary with an order of one for
Malaysia. Table 3 and Table 4 provide evidence that these four time series (realGDP_L,
realexports_L, realimports_L and realFDI_L) are  nonstationary with an order of one for Korea.
The first column of each table exhibits the name of the series. The next columns report the t-
statistic values, the numbers of lag, the numbers of maximum lag, and the number of
observations, in that order, left to right.

Table 1: Unit Root Test in Levels for Malaysia
Series t-Stat Lag length Max lag Obs
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Table
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Figure 1: Describe Four Time Series of Malaysia

Looking at Figure 2 and examining the data set for Korea, we find that the 1998 Asian financial
crisis and 2001 U.S. recession also affected the Korean economy. Because the Korean data set
only covers 1976 to 2007, we do not take into consideration the OPEC oil crisis. To control for
the special events, I use the dummy variables dummy98 and dummy01. Each dummy variable
will receive the value of 1 if the year is 1998 or 2001 and zero otherwise.

Figure 2: Describe Four Time Series of Korea
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3.2 Malaysia

I construct the VAR system with four endogenous variables (realGDP_L, realexports_L,
realimports_L and realFDI_L) and three exogenous variables (dummy74, dummy98, and
dummy01). The result from the test for lag length criteria, based on the four-variable VAR
system with the maximum lag number of 4, is reported in Table 5. The lag orders chosen by the
LR test, the FPE, the AIC criterion, and the SC criterion are all 4.

Table 5: Test for Lag Length Criteria for Malaysia

Lag LogL LR FPE AIC SC HQ

0 39.42305 NA 2.61e-06 -1.511165 -0.771042 -1.269903
1 155.7180 172.5667 4.21e-09 -7.981805 -6.501560 -7.499282
2 174.1028 22.53621 4.08e-09 -8.135663 -5.915296 -7.411879
3 208.8670 33.64279 1.59e-09 -9.346257
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Table 6: VAR Model with Lag of Four and Dummy Variables (1974, 1998, and 2001)

REALGDP_L REALEXP_L REALIMP_L REALFDI_L

REALGDP_L(-1) 0.647111 0.179518 0.395451 -1.050808
(0.30209) (0.50780) (0.28040) (0.84949)
[ 2.14214] [ 0.35352] [ 1.41029] [-
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[ 1.04426] [-0.12301] [-3.60209] [-0.68789]
DUMMY01 -0.296448 -0.422590 -0.240961 -3.314420



14

Table 7 VAR Residual Normality Test for Malaysia
Component Skewness Chi-sq Df Prob.

1 0.167632 0.145187 1 0.7032
2 0.396988 0.814265 1 0.3669
3 -0.225524 0.262782 1 0.6082
4 0.552263 1.575804 1 0.2094

Joint 2.798038 4 0.5922

Component Kurtosis Chi-sq Df Prob.

1 2.313992 0.607867 1 0.4356
2 2.534493 0.279900 1 0.5968
3 3.662707 0.567276 1 0.4513
4 4.281239 2.120366 1 0.1454

Joint 3.575408 4 0.4665

Component Jarque-Bera df Prob.

1 0.753053 2 0.6862
2 1.094165 2 0.5786
3 0.830058 2 0.6603
4 3.696170 2 0.1575

Joint 6.373446 8 0.6055

Table 8
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To test the long-run cointegration relationship between the four time series, I carry out
the Johansen cointegration test (1993). The test results, reported in Table 9, indicate that four
series are cointegrated and there are three cointegrating vectors. Table 9 is divided into two parts.
The first part reports the results from the trace test, while the second part reports the results of the
maximum eigenvalue. In each part, columns 1, 2, 3, 4, and 5 report the number of cointegrating
vectors we want to test, the eigenvalue, the value of λTRACE equal to each number of cointerating
vectors, the critical value at the 0.05 significance level and the P-value, respectively.

Table 9: Johansen Cointegration Test with Optimal Lag Length of Three for Malaysia
Unrestricted Cointegration Rank Test (Trace)

Hypothesized Trace 0.05
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**

None * 0.930588 161.3113 47.85613 0.0000
At most 1 * 0.854538 78.61259 29.79707 0.0000
At most 2 * 0.422458 18.84953 15.49471 0.0150
At most 3 0.057365 1.831346 3.841466 0.1760

Trace test indicates 3 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

Hypothesized Max-Eigen 0.05
No. of CE(s) Eigenvalue Statistic Critical Value Prob.**

None * 0.930588 82.69872 27.58434 0.0000
At most 1 * 0.854538 59.76305 21.13162 0.0000
At most 2 * 0.422458 17.01819 14.26460 0.0179
At most 3 0.057365 1.831346 3.841466 0.1760

Max-eigenvalue test indicates 3 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

To consider the hypothesis that the variables are not cointgrated (r=0) against the
alternative of one or more cointegrating vectors (r>0), we have to look at the value of λTRACE.
Column 3 of the first part of Table 9 indicates the value of λTRACE equal to each number of the
cointegrating vector:   λTRACE (0) = 161.31,  λTRACE (1) = 78.61,  λTRACE (2) = 18.84 and λTRACE (3)
= 1.831  Since the value of λTRACE (2) exceeds the critical value (15.495) at the 0.05 significance
level, we can reject the null hypothesis of two cointegrating vectors (r=2) and accept the
alternative hypothesis of more than two cointegrating vectors (r>2) at the 0.05 level. Because the
value of λTRACE (3) is less than the critical value (3.841) at the 0.05 level, we cannot reject the null
hypothesis of r ≤ 3 and reject the alternative hypothesis of four or more cointegrating vectors at
the 0.05 level. If we consider the hypothesis that the variables are not cointgrated (r=3) against
the alternative of three cointegrating vectors (r=4), we need to look at the λMAX. Column 3 of the
second part of Table 9 indicates the values of λMAX (0), λMAX(1), λMAX(2) and λMAX(3) are 82.69,
59.76, 17.01 and 1.83, respectively.  The test of the null hypothesis r=3 against the specific
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alternative r=4 cannot be rejected at the 0.05 level, because the value of λMAX(1) is less than the 5
percent critical value of 3.84. This suggests that the number of cointegration vectors is three.

The Johansen test gives the estimate that there are three contegrating vectors within the
four series. Since the number of cointegration within the four series is affirmed, I continue to the
next step of testing the causality relationships between them. Table 10 reports the results from the
GCBEW test. Table 10 includes four parts. The first part reports the result of testing whether we
can exclude each variable out of the equation of realGDP_L. Similarly, the next part reports the
results of testing for the equation of realexports_L, realimports_L and realFDI_L. Each part of
Table 10
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Table 10
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Figure 3
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Figure 3.5 Figure 3.6

Figure 3.7 Figure 3.8

Figures 3.9 through Figure 3.12 show the responses of GDP, exports, imports and FDI to
import shock.  Import shocks have short-run positive effects on GDP, exports, and imports and
FDI. In the first two years, import shock leads to an increase in GDP, exports and imports.
Thereafter, the impacts of import shock on GDP as well as on exports and imports are not
statistically significant. Import shock has a positive effect on FDI only in the third year. For other
years, the impact of import shock on FDI is not statistically significant.

Figure 3.9 Figure 3.10
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Figure 3.11 Figure 3.12

Looking at Figures 3.13 and 3.16, a shock to FDI has statistically insignificant effects on
GDP, exports and imports. This is in conflict with the GCBEW test results. But, the shock to FDI
has a short-run positive effect on FDI for the first two years. Thereafter, the impact of FDI shock
on FDI is not statistically significant.

Figure 3.13 Figure 3.14

Figure 3.15 Figure 3.16
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The estimated results from the Granger causality/ Block exogeneity test, the impulse
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DUMMY98 -0.515967 -0.186249 -0.525966 0.898778

(0.06577) (0.10033) (0.07963) (0.77084)

[-7.84560] [-1.85629] [-6.60506] [ 1.16597]

DUMMY01 -0.177022 -0.238609 -0.323665 -0.135480

(0.07290) (0.11121) (0.08826) (0.85442)

[-2.42842] [-2.14551] [-3.66696] [-0.15856]

R-squared 0.987374 0.976285 0.982264 0.841155

Adj. R-squared 0.980729 0.963804 0.972930 0.757553

Sum sq. resids 0.063088 0.146842 0.092494 8.667269

S.E. equation 0.057623 0.087912 0.069772 0.675405

F-statistic 148.5867 78.21949 105.2290 10.06138

Log likelihood 49.89827 37.22581 44.15896 -23.94350

Akaike AIC -2.593218 -1.748387 -2.210598 2.329567

Schwarz SC -2.079446 -1.234615 -1.696825 2.843339

Mean dependent 22.31521 21.21140 21.19537 16.52648

S.D.�㌀339
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is as follows: exports, imports, FDI and GDP. The estimated results from OIR (as mentioned
below) are consistent with those from the GCBEW test with this ordering of variables,
confirming the robustness of this ordering.

Figure 4 exhibits the Cholesky asymptotic impulse response function. It includes 16
small figures which are denoted Figure 4.1, Figure 4
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Figure 4.5 Figure 4.6

Figure 4.7 Figure 4.8

Figure 4.9 shows that import shock has a short-run positive effect on GDP at the
beginning. Thereafter, this impact seems to be insignificant in the second year, and turns out to be
negative in the third and fourth years. Finally, this impact becomes insignificant in the fifth year.
There is no impact of import shock on exports in Figure 4.10. Figure 4.11
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Figure 4.11 Figure 4.12

Looking at Figures 4.13 – 4.15, FDI shock is statistically insignificant in its effect on
GDP, exports and imports. But, it has a short-run positive effect on FDI for the first two years.
Thereafter, the impact of FDI shock on FDI is not statistically significant (Figure 4.16).

Figure 4.13 Figure 4.14

Figure 4.15 Figure 4.16

In summary, impulse response results are mostly consistent with the GCBEW test, exc琀i㌲‱ㄮ〴⁔⠀ 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FDI. The impact from exports on FDI and imports is positive. Exports are not affected by GDP,
imports and FDI, which   also differs from the Malaysian results.

Looking at Table 18, the fluctuations of GDP are explained mainly by GDP and export
shocks. GDP shock accounts for 58.9% at the first year. Its proportion in the variance of GDP
decreases over time and reaches 23.5% in the sixth year. Export shock accounts for 14.37% in the
first year. Its proportion increases over time and reaches 55.51% in the sixth year.  Export shock,
which is assumed to account for the whole variance of exports in the first year, continuously
dominates for the following years. Its proportion decreases over time but still accounts for
94.132% in the sixth year.  Export shock is the most important source of import variability. The
role played by export shock increases over time and accounts for 88.66% in the sixth year. In
addition, the fluctuation in imports is also explained by import shock. Import shock accounts for
62.6% in the first year, falls to 15.1% in the third year and is not significant thereafter.  FDI
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Variance Decomposition of realexp_l

Period S.E. REALEXP_L REALIMP_L REALFDI_L REALGDP_L

1 0.087912 100.0000 0.000000 0.000000 0.000000
(0.00000) (0.00000) (0.00000) (0.00000)

2 0.154972 97.75755 1.866846 0.203730 0.171877
(5.87234) (3.30693) (2.59127) (2.11274)

3 0.214860 95.53514 3.643932 0.152108 0.668822
(11.6416) (6.03718) (5.62998) (5.12109)

4 0.268790 94.33288 4.582398 0.158640 0.926087
(15.5993) (7.49658) (7.62594) (7.59332)

5 0.318477 93.96773 4.745874 0.269073 1.017319
(18.2492) (8.69080) (8.72860) (9.67019)

6 0.366074 94.13246 4.456714 0.400873 1.009949
(20.1654) (9.90842) (9.35261) (11.2609)

Variance Decomposition of realimp_l
Period S.E. REALEXP_L REALIMP_L REALFDI_L REALGDP_L

1 0.069772 37.39146 62.60854 0.000000 0.000000
(14.5798) (14.5798) (0.00000) (0.00000)

2 0.115864 69.36945 30.19124 0.224812 0.214490
(13.0188) (12.2330) (3.08541) (2.41567)

3 0.163803 84.30055 15.10539 0.381512 0.212545
(10.9766) (8.48179) (3.96507) (3.69005)

4 0.214234 88.67431 10.42153 0.491330 0.412829
(12.0321) (7.32764) (5.47868) (5.17732)

5 0.264432 89.21776 9.645542 0.323847 0.812852
(14.5487) (8.24416) (7.09742) (6.83071)

6 0.313771 88.66792 9.623179 0.310414 1.398484
(17.1925) (9.76825) (8.31776) (8.48733)

Variance Decomposition of realFDI_L
Period S.E. REALEXP_L REALIMP_L REALFDI_L REALGDP_L

1 0.675405 16.38801 4.933555 78.67843 0.000000
(13.1526) (9.18030) (13.3483) (0.00000)

2 0.817935 25.03464 14.82932 57.26041 2.875632
(14.3157) (11.2778) (13.5534) (5.57388)

3 0.947295 28.23029 23.97675 44.53591 3.257054
(14.9717) (12.3132) (12.2491) (6.50668)

4 1.091878 28.68329 28.85665 34.19319 8.266871
(16.0531) (13.3380) (11.6244) (8.60620)

5 1.185697 29.82354 30.02594 29.16363 10.98689
(17.1086) (14.1043) (11.6183) (11.1519)

6 1.234119 31.78338 29.13199 27.37955 11.70509
(17.6951) (14.0199) (11.0690) (12.6004)
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The estimated results from the Granger causality/Block exogeneity test, the impulse
response test and variance decomposition demonstrate the export-led growth hypothesis. There is
causality of imports on GDP, but this impact is weak. We cannot give any conclusion about the
impact of trade liberalization on economic growth in the case of Korea.

The differences in estimated results between Korea and Malaysia ask for explanation.
Section 3.4 will map the economic policies of Korea and Malaysia onto the results of the Granger
causality/Block exogeneity test, the impulse response-function and variance decomposition.

3.4 Analysis, Comparison and Explanation of the Differences in the Estimated Results from
Malaysia and Korea

The differences in the estimated results from Malaysia and from Korea are due to
differences between the two countries’ economic policies. The most fundamental differences
arise from the governments’ visions of the role of FDI at the times these data were collected. The
Malaysian government considered FDI to be the country's leading industrialization program
(Jomo, 2003, p.100), whereas South Korea built an integrated national economy based on the lead
role of the “chaebol” (Kim, 1998, p. 81).

This section consists of two parts. The first part explains the estimated results through an
analysis of Malaysian economic policy. The second part explains the estimated result through an
analysis of Korean economic policy and points out the differences between the two countries.

3.4.1 Malaysia

Malaysia shifted from an import-substitution policy to an export-oriented policy in 1968
(Jomo, 2003, p. 36). In 1977, the policy substantially accelerated, when the government
stimulated exports using tools such as insurance, credit-refinancing schemes, devaluation of the
ringgit, and other methods (Jomo, 2003, p.49). From the 1970s on, the government considered the
export-oriented policy to be the most important long-term policy for developing Malaysia’s
economy. Indeed, the success of this policy supports my finding that exports have had a positive
effect on Malaysian economic growth. Table 19 shows that Malaysia's export share of GDP
increased from 41.4% in 1970 to 110.2% in 2007. The average export growth rate and the
average economic growth rate were 9.39% and 6.67%, respectively, from 1970 – 2007 (Table
19). In the economic and financial crisis, a heavy decrease in export growth rate led to a decrease
in the GDP growth rate. Table 19 also reports the GDP export share, the export growth rate, and
the GDP growth rate of Malaysia from 1970 to 2007. For example, in the 1974–75 oil crises, the
export growth rate fell from 15.9% (1974) to -3% (1975), which partly led to a decrease in the
GDP growth rate from 8.3% (1974) to 0.8% (1975). The 1998 Asian financial crisis caused the
export growth rate to fall from 9.2% (1996) to 0.5% (1998), which led to a decrease in GDP
growth rate from 10% (1996) to -7.4% (1998). These facts are consistent with one-way causality
of exports on economic growth.

To promote exports, the Malaysia government exempted an import tax on intermediate
input—capital goods—that were used for export production or import-substitution industries.
Therefore, in Malaysia, imports of intermediate goods and capital goods promoted export
manufacture and domestic production. In other words, imports had a causal relationship with
exports and GDP. The export value of Malaysia increased from 1.17 billion USD in 1970 to 114
billion USD in 2004 (Table 19), and provided a foreign exchange source for reimporting
intermediate input, capital goods, and consumption goods. One can see that the Malaysian import
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value also increased from 1.6 billion USD in 1970 to 119 billion USD in 2004 (Worldbank
Dataset - WDI). In 2004, the intermediate goods and equipment for export manufacturing had not
yet been produced by domestic industries, and thus the country still had to import. Therefore, an
increase in GDP asks for increase in imports of intermediate goods and capital goods. These facts
are consistent with the estimated results from Granger Causalities, that exports and imports as
well as imports and GDP in Malaysia have two-way causalities.

Table 19: Export Share on GDP and Export Growth Rate of Malaysia, 1970-2007 (%)
Year Export

Share on
GDP

Export
Growth
Rate

GDP
Growth
Rate

Year Export
Share on
GDP

Export
Growth
Rate

GDP
Growth
Rate

YR1970 13.6 19.6 8.3 YR1989 30.8 -4 6.7
YR1971 15 21.7 8.2 YR1990 28 4.5 9.2
YR1972 19.4 37.2 4.5 YR1991 26.3 11.1 9.4
YR1973 28.7 56 12.0 YR1992 26.6 12.2 5.9
YR1974 26.7 -1.9 7.2 YR1993 26.5 12.2 6.1
YR1975 26.9 18.7 5.9 YR1994 26.6 16.3 8.5
YR1976 30 39.5 10.6 YR1995 28.8 24.4 9.2
YR1977 30.4
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Table 20: The Component of Malaysian Exports on Manufacturing, 1970-1995 (%)
Industries 1968 1973 1980 1985 1990 1995
Food 17.5 19.6 5.7 6.2 3.8 1.8
Beverages and tobacco 0.9 2.9 0.3 0.2 0.2 0.3
Textile, clothing and footwear 1.4 6.1 10.5 11.9 8.8 4.6
Wood 3.4 9.7 5.7 3.2 3.4 4.4
Chemicals 3.0
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R&D, as well as in trading, marketing and local brand development. An FDI project was awarded
pioneer status if it satisfied three criteria: 30% or more value added, 15% local managerial,
technical, or supervisory personnel, and a contribution level to Malaysia’s industrial structure
(Jomo, 2003, p. 100). FDI is preferred in high technology industries such as computers, LCDs
(liquid crystal displays), medical equipment, bio-technology, automation equipment, advanced
material, electronics, software, alternative energy and aerospace. In summary, FDI increased
productivity through promoting technology and innovation, which then increased GDP.  In
contrast, when productivity increased, the cost per unit will decrease. This turns out to
automatically lure FDI.  This fact is consistent with two-way causality between FDI and
Malaysian economic growth.

3.4.2 Korea

Korea is a smaller area, but has a larger population (48.63 million, which is nearly twice
that of Malaysia) and poorer natural resources than Malaysia (data source: U.S. Department).
Therefore, the Korean government chose their Growth-Industry Outward-Oriented strategy (GIO)
(Song, 2003, p.113).

In the 1960s, Korea lacked foreign exchange, due to a decrease in US aid (Cho, 1994,
p.153). Therefore, an export-oriented policy was central in their attempt to improve the payment
imbalance. To promote exports, the Korean government provided tools, such as loans with low
interests, permission in importing intermediate goods for export manufacturing and rewards for
successful exporters. In the first five year plan (1960-1965), the export growth rate reached 44%
(Cho, 1994, p.147), which was higher than the export growth rate of Malaysia in the same period.

At the beginning of the export-oriented policy, Korea was different from Malaysia. While
in the 1960s, exports of primary goods dominated the export goods of Malaysia, exports of
manufacturing goods accounted for two-thirds of the total Korean export goods. Labor-intensive
manufacturing goods accounted for 70% of total export-manufacturing goods (Cho, 1994, p.147).
While Malaysia has continued to consider export orientation as its leading policy, from the 1960s
to the present, Korea realized that maximizing exports was not always a good policy, and made
an adjustment in economic strategy. Hence, the Korean export share of GDP increased from
13.6% in 1970 to 32.1% in the 1980s (Table 21), and was then kept around 30%–40% up to the
present. However, the Malaysian export share of GDP increased continuously from 41.4% in
1970 to 110.2% in 2007 and had a high average level of 74.5% (Table 21).

Since the 1960s, Korea has realized that the value added of export-manufacturing
industry was low because intermediate goods and capital goods were imported (Cho, 1994, p.147)
and therefore immediately inaugurated a change in its economic development strategy. In the
1970s, Korea focused on developing heavy industries and a chemical industry, for exports
through “chaebol”. Successful industrialization of Korea was represented by a change in the
structure of export goods. The proportion of heavy industry exports, in total, increased from
14.2% in 1971 to 60.4% in 1992. Table 22 shows that the proportion of light industry products in
total exports fell from 72.1% in 1971 to 32.4% in 1992. South Korea obtained a large market
share for exporting ships and is a large exporter of automobiles, after the US, Japan and Western
countries (Kim, 1998, p. 81). Industrialization success has enabled Korea to leave Malaysia
behind. Due to lack of success in industrialization, the economic structure of Malaysia is
unbalanced. Light industries dominate the Malaysia economy. Heavy industries are not
developed.
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Table 24: The Share of FDI in Gross Domestic Investment, 1977 - 1993 (%)
1971-75 1976-80 1981-85 1986-90 1991-93

Korea 1.9 0.4 0.5 1.3 0.6
Malaysia 15.2 10.5 10.8 10.5 24.6

Source: UNCTAD (as cited in Jomo, 2003, p. 24)

Before the financial crisis, the role of FDI was not recognized by the Korean government.
It gave no incentives to attract FDI, due to fear that a foreign company would dominate the
market. On the other hand, as mentioned above, the domestic firms did not have any incentive to
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4 CONCLUSIONS

This chapter applies the four-variable VAR model, which is constructed from four
endogenous variables—the logarithm of real GDP, the logarithm of real exports, the logarithm of
real imports and the logarithm of FDI—in order to observe the integrated relationship between
trade, FDI and economic growth for Malaysia and Korea during the time period from 1970 to
2004 (Malaysia) and from 1976 to 2007 (Korea).
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